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Abstract Conformational transitions are essential for the
functioning of many proteins, and understanding this dynam-
ical behavior is a central goal in molecular biology. Computer
simulations are playing an important role towards this aim by
providing insights into how the conformational changes are
induced, propagated and used. Popular methods for the sim-
ulation of conformational transitions will be reviewed, with
a focus on atomistic molecular dynamics techniques for the
calculation of transition pathways.
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1 Introduction

The first observation of a conformational change occurred in
1938, when Felix Haurowitz [1] witnessed the transforma-
tion of hexagonal deoxyhemoglobin crystals into elongated
prismatic forms upon oxygenation. His startling discovery
showed that native hemoglobin is not a static molecule; in-
stead, it adopts different conformations during and part of
its functional cycle. This intimate connection between pro-
tein dynamics and function has been observed for many more
proteins since. In fact, conformational changes are crucial for
the functioning of many transport proteins (e.g., hemoglobin
[2] and the periplasmic binding proteins [3]) and also for
the catalytic process of many enzymes (e.g., for dihydrofo-
late reductase [4,5]). Moreover, conformational changes are
essential in the molecular mechanism of protein regulation
(e.g., in hemoglobin [2], protein kinases [6] and in voltage-
gated, ligand-gated and mechanosensitive ion channels [7–
9]), as well as responsible for the conversion of chemical
energy into mechanical work in motor proteins (e.g., in myo-
sin, kinesin and dynein [10,11], F1-ATPase [12] and GroEL
[13,14]).
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The conformational change is often involved in the cou-
pling of two or more ligand binding sites (allostery) [15,16].
The coupling can be cooperative, meaning that successive
ligands are bound with increasing affinity (e.g., for oxygen
binding to hemoglobin [2]), or anti-cooperative, meaning that
for successive ligands, there is a decreasing affinity (e.g., for
tyrosyl binding to tyrosyl-tRNA synthetase [17]). A partic-
ularly interesting allosteric system is the GroEL chaperone,
which consists of two seven-membered rings (Fig. 1a, b).ATP
binds cooperatively to members within a ring but anti-coop-
eratively to members of different rings [18]. Not all confor-
mational changes give rise to allosteric effects: in catalysis,
a conformational change often closes a binding site, which
traps the substrate and properly positions the catalytic groups
(e.g., in triosephosphate isomerase [19]).

Most of the structural information on conformational tran-
sitions comes from X-ray crystallography [20]. Spatial infor-
mation on the location and extent of a conformational change
may be obtained from a comparison of protein structures
with and without bound effector molecules. It can also be ob-
tained from a comparison of structures that are crystallized in
different buffers or that crystallize in different crystal groups.
Lastly, it may be found by comparing the structures in a single
unit cell if the cell is occupied by more than one molecule.
Cryo-electron microscopy (EM) is also very useful for the
study of conformational changes [21,22]. Although the res-
olution of most EM studies is of the order of 10Å, atomic
resolution models may be built if X-ray data exists for isolated
fragments of the protein. The calculated electron density of
the assembled fragments can then be fit to the experimental
density, assuming that the orientation and position of the su-
bunits can be obtained from rigid body displacements. Of spe-
cial interest is the single-particle imaging technique, in which
EM is used to study proteins that are trapped in different
conformational states [22]. A third important experimental
technique is nuclear magnetic resonance (NMR) [23,24]. In
addition to structural information at atomic resolution, NMR
can yield important dynamical information relevant to con-
formational changes. Dynamical information is also obtained
with the recently developed time-resolved X-ray diffraction
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Fig. 1 Conformational states of the GroEL chaperone. a The closed (t) state consists of two identical seven-membered rings that each enclose a
central cavity [97,108]. Each chain has three domains: an equatorial domain (red), an intermediate domain (yellow) and an apical domain (green).
b In the open (r′′) state, ATP and the co-chaperone GroES (shown in pink) bind to the cis ring. The cis ring is enlarged, with a twofold increase of
the volume of the cavity, while the trans ring remains in the closed conformation [98]. c The intra-ring, intersubunit contacts in the closed state
involve a salt bridge (indicated by the arrows) between Glu386 of the intermediate domain (yellow) and Arg197 of the neighboring apical domain
(green). d In the cis ring of the open state, the Glu386–Arg197 salt bridge is broken. The orientation of c and d is slightly different than that of
a and b to highlight the position of Glu386 and Arg197. The orientation of the equatorial domains of c and d is identical. e Chain structure in the
closed state. ADP (blue) is bound to the equatorial domain; the H and I helices of the apical domain point towards the inside of the cavity. f Chain
structure of the cis ring in the open state. ATP is shown in blue; the H and I helices are at the top of the cavity and bind GroES. The chains in
e and f have been rotated by 90 ◦ with respect to a and b; the cavity is on the right-hand side for e and f. g The binding of denatured rhodanese to
the apical domains of the closed state cis ring [14]. The system is viewed from the top, down into the cavity. The H helices are shown in yellow,
the I helices in green, the loops formed by residues 310-315 (which, like the H and I helices, were important for substrate binding) in orange, the
rest of the apical domains in blue. Rhodanese is shown in red, except for the loop consisting of residues 45–50 which is shown in blue. This loop
was tightly bound to the H and I helices of one of the apical domains. h The binding of denatured rhodanese to the apical domains of the half
open (r′) state at the end of the TMD simulation [14]. Rhodanese became more unfolded during the closed to r′ transition of GroEL. The figure
was prepared with VMD [109] and POV-Ray (http://www.povray.org).

techniques [25,26], which solve the atomic structure at short
time intervals (∼100 ps). Experimental techniques that give
more limited (lower resolution) structural information on
conformational changes include circular dichroism, fluores-
cence, infrared and Raman spectroscopies [27], single mole-
cule atomic force microscopy [28,29], single molecule spec-
troscopy [30,31] and small angle X-ray scattering [20,32].

There is a wide variety in the magnitude, type and time
scale of conformational transitions. Atoms may be displaced
by a few angstrom (as in dihydrofolate reductase [33]) or
by as much as 100Å (as in the pH-induced conformational
change of hemagglutinin [34]). Analyses of X-ray structures
have shown that many conformational changes can be de-
scribed by a combination of sheer and hinge-type motions
[35,36]. Sheer-type motions involve the sliding of protein
fragments (e.g., subunits or domains) over a continuously
maintained interface; the change involves small, localized

motion of many residues. In hinge-type motions, there is no
continuously maintained interface; instead, the fragments ro-
tate around an axis passing through a hinge region that con-
nects the two. Hinge-type motion involves the large motion
of a few residues. Another, less frequently observed, motion
is the partial refolding of the protein [36]. Simple conforma-
tional changes that involve loop motions take place on the
nanosecond time scale, while large changes that involve the
rearrangement of domains may occur on the microsecond to
millisecond time scale [37]. For some proteins, a pre-existing
equilibrium of all conformational intermediates (the confor-
mational substates) is observed [37–40]. Binding of the effec-
tor molecule shifts the population of each state, inducing the
conformational change. The existence of the equilibrium sug-
gests that the substates are separated by energy barriers of a
few kcal/mol [38]. For other proteins not all species are pres-
ent in the pre-existing equilibrium, e.g., for maltose-binding
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protein the closed state conformer appears to be unstable in
the apo form and present only when maltose is bound [41].

In observing the transformation of the hemoglobin crys-
tals, Felix Haurowitz [1] wondered how the binding of oxy-
gen (with a molecular weight of 32 Da) could change the
shape of the hemoglobin molecules (with a molecular weight
of about 64,000 Da). His question became one of the most
fundamental challenges of molecular biology: how do con-
formational changes work? How are they induced, how are
they propagated and how are they used? Intense research for
70 years has (partly) answered these questions for hemoglo-
bin [2], but for most systems, many mysteries remain.

Computer simulations are playing an important role in
elucidating the nature of the conformational transitions. First,
they facilitate the interpretation of experimental data, e.g.,
in the classification of the motion (hinge, sheer). Second,
they complement experiments by providing properties that
are hard to measure experimentally, e.g., the transition path-
ways. The dynamic nature of conformational changes nat-
urally lends itself to study by molecular dynamics (MD)
simulation techniques. The high spatial resolution of MD (the
position of each simulated atom is known at all instants) is
unmatched by any experimental technique; this, in principle,
would allow for a very detailed description of conformational
transitions. In addition, the method may give insights into
the energetics of the transition and identify the interactions
responsible for the motion.

In this perspective, I will give an overview of popular
atomistic techniques for the simulation of conformational
transitions. The main focus will be on MD, but a few other
methods will be discussed as well, including linear inter-
polations, normal mode analysis and minimum energy path
techniques. The simulation of the GroEL chaperone will be
discussed in more detail as an illustrative example. Simula-
tions have addressed two important questions concerning the
pathway and the function of the conformational transition for
this large protein. Readers should note that promising coarse-
grained methods, such as those related to the elastic network
model [42–44], are outside the scope of this article. I will
conclude with some thoughts for the future directions of this
exciting field.

2 Computational methods

2.1 Interpolation schemes

The identification of a conformational change between two
conformers is facilitated by interpolation methods that deter-
mine the site and type of motion. These methods assume
that the transition can be described by rigid body motion of
protein fragments and identify the moving parts by overlays
of the structures. The transition may then be described by
screw motion around a unique axis [45] or decomposed into
sheer and hinge-type motions [35,36]. The pathway can sub-
sequently be obtained by performing linear interpolations of
the motion. Steric clashes along the pathway can be avoided

by performing energy minimizations on each of the interme-
diates [35,36]. Since the sequence of motion cannot be deter-
mined by interpolation techniques, the pathways obtained
in this way may not be very reliable (especially for transi-
tions involving complex motions). For example, in the case
of GroEL, linear interpolations result in a pathway in which
the three domains of GroEL move in a highly concerted fash-
ion [46]. EM experiments have shown that there is first a
downward motion of the intermediate domain before signifi-
cant displacements of the other two domains [47] (which
was predicted by targeted molecular dynamics (TMD) sim-
ulations [48]), showing that the GroEL transition cannot be
described by a linear interpolation.

2.2 Normal mode analysis

Important insights into the motion involved in a conforma-
tional change can be obtained from a normal mode anal-
ysis [49,50]. This method assumes that the energy surface
in the neighborhood of the minimum energy configuration
is parabolic (harmonic). The motion around the minimum
can then be described by normal modes, the oscillating con-
certed motions of a collection of atoms. The normal modes
are obtained from diagonalization of the mass-weighted Hes-
sian H :
H� = ��, (1)
where the normal modes �i are given by the columns of the
eigenvector matrix � and � is a diagonal matrix of angular
frequencies ωi . Conformational changes are associated with
the lowest frequency modes, since these modes show the larg-
est displacements (the mean-square fluctuation of each mode
is given by kbT/ω2

i ). In reality, the energy surface around the
minimum is not harmonic. Some of the anharmonicity may
be captured by quasiharmonic analysis, in which the collec-
tive motions (the principal components) are obtained from
diagonalization of the variance–covariance matrix of atomic
fluctuations [49,50]. The atomic fluctuations are calculated
from molecular dynamics simulations; an important advan-
tage is that the solvent may be modeled explicitly.

The required diagonalization, which scales cubically in
memory and time, is a computational bottleneck in the cal-
culation of normal modes or principal components. Some re-
cent advances include the development of block normal mode
algorithms, in which the low-frequency modes are approx-
imated by rigid body motion of blocks of consecutive resi-
dues [51,52]. The full diagonalization can then be replaced
by the diagonalization of a much smaller residue-based ma-
trix, enabling the treatment of very large systems. The modes
obtained this way seem to agree reasonably well with the
low-frequency modes obtained from a full diagonalization.

The variance–covariance matrix of atomic fluctuations is
also central in a linear response theory treatment of ligand-
induced conformational changes [53]. This method approxi-
mates the change in coordinate upon ligand binding �ri by

�ri = 1

kbT

∑

j

〈�ri�rj 〉0Fj , (2)
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where 〈�ri�rj 〉0 is the variance–covariance matrix in the
ligand-free state and Fj the force acting on atom j due to the
ligand. Applications of the method to ferric-binding protein,
citrate synthase and F1-ATPase resulted in conformational
transitions that were in agreement with experiments [53].

2.3 Minimum energy path techniques

Minimum energy path techniques compute the minimum
energy path connecting two conformational states ([54–62]
and references therein). As an example of these methods,
I will discuss the widely used conjugate peak refinement
(CPR) algorithm, which yields zero temperature pathways
[59]. More advanced techniques may include temperature
effects and approximate classical molecular dynamics tra-
jectories [57,60,61].

The CPR method [59] is based on the fact that the Hes-
sian at a saddle point has exactly one negative eigenvalue: at
the saddle point the energy increases in the direction of the
eigenvector with the negative eigenvalue (s0) and decreases
in the direction of all other eigenvectors (s1, s2, ...). The sad-
dle points are identified in an iterative way, starting with an
initial guess for s0:

s
g
0 = P − R, (3)

where P and R are the coordinates for the two endstates.
The energy is first maximized in the s

g
0 direction and sub-

sequently minimized in all directions conjugate to s
g
0 . This

yields the intermediate configuration x, from which two new
guesses for s0 are constructed (P − x and R − x). Repeti-
tion of the procedure for each of these directions yields new
intermediates, etc., ultimately converging into the true sad-
dle points. The minimum energy path can then be obtained
from steepest descent minimizations that start at the saddle
points. The method requires only the energy and the gradient;
the Hessian is never calculated. A drawback is that temper-
ature effects cannot be included. Applications of the CPR
method include a study of the calcium-induced conforma-
tional change in annexin V [63].

2.4 Molecular dynamics techniques

The main obstacle for the study of conformational changes
by computer simulations is the time scale of the transition.1

Atomistic MD simulations of proteins are limited to tens
of nanoseconds [64]; this duration is generally much too
short for the treatment of large conformational changes (al-
though some fortuitous transitions have been simulated by
unbiased MD, e.g., in a study of the gating mechanism of
the mechanosensitive MscS channel [65]). Therefore, bias-
ing techniques that enforce the conformational transition in

1 This time scale may be reduced artificially in the simulation by
employing an implicit solvent model. The absence of explicit water
molecules removes the friction and relaxation associated with the dis-
placement of water molecules, speeding up the transition by orders of
magnitude.

time scales accessible to MD need to be introduced. Since the
reaction coordinate for the transition is generally unknown
before performing the simulation, many different strategies
exist to bias the system towards the final state. Some meth-
ods bias the system along a predefined reaction coordinate
in coordinate space [e.g., force probe and steered molecular
dynamics (Sect. 2.4.5)]. Others bias the system along a more
general predefined reaction coordinate, e.g., the difference
in radius of gyration or the difference in protein contacts
[e.g., biased molecular dynamics (Sect. 2.4.1)] or the root
mean square difference [e.g., TMD (Sect. 2.4.2)]. In other
techniques, the sampling is not along a predefined reaction
coordinate; instead, the bias is entirely based on the energy
[e.g., transition path sampling (Sect. 2.4.6) and the metady-
namics technique (Sect. 2.4.7)]. In principle, such methods
would result in the most reliable pathways; however, in prac-
tice, the computational expense may limit their application
to low-dimensional systems.

The selection of the proper biasing technique depends on
the system size and available computational resources, the
existing experimental data and the properties to be studied.
The system size and resources determine whether a prede-
fined reaction coordinate should be used; experimental data
on the pathway may aid the selection of the proper prede-
fined reaction coordinate (the experimental reaction coordi-
nate and the reaction coordinate used for the biasing should
have the largest overlap). Some methods only yield transition
pathways [e.g., TMD (Sect. 2.4.2)], other methods may also
give (approximate) free energy profiles [e.g., force probe and
steered molecular dynamics (section 2.4.5), metadynamics
and accelerated dynamics (Sect. 2.4.7)]. To verify the cal-
culated pathways, which validates whether the used biasing
method was appropriate, a comparison should be made with
experimental data on the intermediates (e.g., from EM), the
distances between certain residues (e.g., from FRET), and
residue interactions (e.g., from mutation experiments). If no
experimental data are available, a combination of energetic
data from the simulation and chemical intuition can be used
to assess the quality of the calculated pathways.

2.4.1 Biased molecular dynamics

In the BMD method [66], a reaction coordinate is selected
that connects the initial state to the final (or target) state.
Typically, this reaction coordinate is a sum of intermolecular
distances, e.g.,

ρ(t) = 1

N(N − 1)

N∑

i=1

N∑

j �=i

(rij (t) − rT
ij )

2, (4)

where rij (t) is the distance between atom i and j at time t and
rT
ij that distance in the final state. Note that in going from the

inital to the final state, ρ(t) is decreased to zero. The physical
potential is augmented by a half quadratic biasing potential
of the form

W(r, t) =
{

α
2 (ρ − ρd)

2 if ρ(t) > ρd

0 if ρ(t) ≤ ρd
, (5)
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where ρd(t) is the desired value of the reaction coordinate:

ρd(t) = min
0≤τ≤t

ρ(τ ). (6)

When the trajectory moves towards the target (ρ(t) < ρd ),
the desired value of the reaction coordinate is set to that of
the new configuration and the potential is left unchanged.
When the trajectory moves away from the target, a non-zero
bias is added to the potential, which restricts a further devi-
ation from the target. The value of the force constant α is
usually found by trial and error: when it is too small the tra-
jectory may get stuck in an intermediate state; when it is too
large the perturbation may give unphysical results. Although
initially developed for protein (un)folding simulations, the
method can be equally useful for the study of conformational
changes. Applications of the method to the latter include the
study of the γ subunit rotation of F1-ATPase [67].

2.4.2 Targeted molecular dynamics

In the TMD method [68], the system is propagated in the
presence of a physical potential and a holonomic constraint
of the form

	(X(t)) =
∑

(Xi(t) − XTi
)2 − ρ2(t) = 0, (7)

where Xi(t) is the position of atom i at time t , XT the target
position, ρ(t) the desired root mean square deviation (rmsd)
with the target, and the sum is over all atoms. The underlines
indicate that the coordinates have been scaled by

√
mi/〈m〉,

where mi is the mass of atom i and 〈m〉 the average atomic
mass. This mass scaling removes the net translation of the
system [68]. Using the leap-frog propagator [69], Xi(t) is
given by

Xi(t) = xi(t) + pi(t), (8)

where xi(t) is the position in the absence of the holonomic
constraint and pi(t) the perturbation due to the holonomic
constraint. The perturbation can be written as a scaling fac-
tor γ times the difference between the previous position and
the target:

pi(t) = γ
(
Xi(t − �t) − XTi

)
. (9)

γ is obtained from the solution of

aγ 2 + bγ + 	(x(t)) = 0, (10)

where

a =
∑ (

Xi(t − �t) − XTi

)2
, (11)

b = 2
∑ (

Xi(t − �t) − XTi

)T (
xi(t) − XTi

)
(12)

and

	(x(t)) =
∑

(xi(t) − XTi
)2 − ρ2(t). (13)

Since Eq. 10 is analytical, no iterations are needed and the
constraint (Eq. 7) is exactly satisfied at each time step. To
minimize the total perturbation

∑ |pi |, γ is chosen as the
root with the lower absolute value in Eq. 10. The trajectory
reaches the target structure in a predetermined number of

steps by decreasing the rmsd ρ(t) = ρ(t − �t) − �ρ with
a small value of �ρ at each time step. To prevent rotational
motion of the system, the rotation is stopped repeatedly after
a chosen number of time steps [68].

The TMD method is computationally attractive, since the
calculation of the perturbation is analytical and scales line-
arly in time and memory with the number of atoms involved.
This small overhead makes the cost of a step in the TMD
method nearly identical to that of the unbiased MD method.
Moreover, it is a finite temperature method in which explicit
solvent can be included, and it allows application of the per-
turbation to only a part of the system, while observing the
unbiased response of the other part of interest [14]. A dis-
advantage of this method is that the perturbation is based
on the rmsd and not on the energy. This means that large
energy barriers may be crossed, which may yield (irrevers-
ible) pathways that are inaccessible to the system at normal
temperatures [70]. Moreover, the method is not optimally
efficient: sometimes the constraint holds back the trajectory
from reaching the target [70].

Some of the recent applications of the TMD method in-
clude the study of conformational changes in GroEL [14,48],
the mechanosensitive channel of Escherichia coli [71], plas-
minogen activator inhibitor 1 [72], α-chymotrypsin [73] and
aspartate transcarbamylase [74].

2.4.3 Restrained targeted molecular dynamics

In a variant of the TMD method, the system is subjected to a
harmonic restraint of the form

W = k

2
(ρ(t) − ρ̃(t))

2
, (14)

where ρ̃(t) is the desired rmsd with the target and ρ(t) the
current rmsd with the target. The simulation is split up in win-
dows, each with a different value for ρ̃(t). Alternatively, the
force constant can be increased during the run. Applications
of the restrained TMD method include the study of confor-
mational transitions in hemagglutinin [75] and Src tyrosine
kinase [76].

2.4.4 Restricted perturbation-targeted molecular dynamics

Analogous to the TMD method, the restricted perturbation-
targeted molecular dynamics (RP-TMD) method [70] sub-
jects the system to the holonomic constraint of Eq. 7. In the
RP-TMD method, though, the total perturbation

∑ |pi | is
limited to a preset value PF, and the desired rmsd is treated
as the unknown variable. Given PF, the scaling factor γ takes
the value ±γF, where

γF = PF∑ |Xi(t − �t) − XTi
| . (15)

To make the most efficient use of the perturbation, the rmsd

ρ(t) =
√∑

(xi(t) − XTi
)2 − 	(x(t)) (16)
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is minimized at each step.This means that	(x(t)) = −aγ 2−
bγ (Eq. 10) should be maximized. Since a > 0, this yields
γ = +γF when b < 0, and γ = −γF when b > 0. The
crossing of large energy barriers can be further restricted by
reducing PF → PB when C < 0. C is a measure of the align-
ment between the perturbation and the unperturbed force F :

C =
∑

Ci =
∑

|pi | cos(pi, Fi). (17)

For small |pi |, a perturbation in the same direction as the
unperturbed force (Ci > 0) is more favorable than a pertur-
bation against it (Ci < 0), since the unperturbed force points
downhill in energy (F = −∇E). The sign of C can easily
be calculated before applying the actual perturbation, i.e.,
C < 0 only when b < 0 and

∑
(Xi(t − �t) − XTi

) · Fi < 0,
or when b > 0 and

∑
(Xi(t − �t) − XTi

) · Fi > 0. The
cost of this directional control is a relative increase in rmsd
(the rmsd using PF would be lower), effectively increasing
the length of the simulation.

In the RP-TMD method, the unperturbed dynamics are
recovered by letting PF → 0. This important feature restricts
the crossing of energy barriers in the presence of the pertur-
bation, resulting in lower energy pathways than those gen-
erated by the TMD method. The method also makes more
efficient use of the perturbation than the TMD method, since
the rmsd is minimized at each step. Note that the compu-
tational expense per MD step is identical in the TMD and
RP-TMD methods; this cost scales linearly with the number
of atoms involved. This method is currently being used for
the simulation of conformational changes in proteins (A. van
der Vaart and M. Karplus, to be published).

2.4.5 Force probe and steered molecular dynamics

The force probe [77] and steered molecular dynamics [78,
79] methods mimic atomic force microscopy experiments.
The methods introduce a harmonic restraint with force con-
stant K that attaches a site on the protein or ligand (x) to a
reference point in space (x0). The reference point is moved
with speed v, resulting in the restraining force

F = K(x0 + vt − x). (18)

Alternatively, the reference point can be fixed while the force
constant increases linearly with time:

F = αt(x0 − x). (19)

From the non-equilibrium simulations the potential of mean
force for the equilibrium process may, in principle, be calcu-
lated [80]. Applications of the method include a study of the
γ subunit rotation of F1-ATPase [81] and the gating mecha-
nism of the mechanosensitive MscL channel protein [82].

2.4.6 Transition path sampling

In transition path sampling, an ensemble of trajectories con-
necting two conformational states is generated [58,83]. From
this ensemble, important kinetic information on the transi-
tion can be calculated, like the first-order rate constant of the

transition process and the location of the transition state. The
conformational states A and B, which are basins in the free
energy landscape, are described by a set of order parameters
(χ1, χ2, ..., χn) (e.g., dihedral angles, bond distances, inter-
action energies, etc.). The range of values of each of these
order parameters must be unique for each basin; no value of
χi can be the same for both basins. The order parameters are
determined by a trial-and-error procedure. The population
operator hA determines if a configuration belongs to basin A:

hA =
{

1 if χ(t) = (χ1(t), χ2(t), ..., χn(t)) ∈ A
0 otherwise

. (20)

Given an existing trajectory �0 between A and B (e.g., from
a TMD simulation), a new trajectory �i can be generated.
The acceptance probability of this trajectory is given by

Pacc = min

(
1,

hA(χi(0))ρ(χi(0))hB(χi(t))

hA(χ0(0))ρ(χ0(0))hB(χ0(t))

)
, (21)

where ρ(χ(0)) is the probability of the configuration at time
0 (ρ ∼ e−E/kT ). �i is generated from a t − ti long MD sim-
ulation in the forward direction of time, and a ti long MD
simulation in the reverse direction of time, starting with the
atomic positions from �0(ti) where ti is a randomly cho-
sen time. The initial momenta are obtained from a pertur-
bation of the momenta of �0(ti). The procedure generates
an ensemble of trajectories from which the transition state
may be determined by evaluating the commitment proba-
bilities (the chance that unrestrained trajectories starting at
a certain configuration end up in a basin); at the transition
state these probabilities are ∼ 0.5 for each basin. The reac-
tion rate can be obtained from the time correlation function
〈hA(0)hB(t)〉/〈hA〉. Despite the considerable computational
cost of the method, transition path sampling has recently been
applied to conformational transitions in two large biomolec-
ular systems: the flipping of a cytosine residue in a three
basepair DNA strand in water [84] and to the closing tran-
sition of DNA polymerase β [85]. For the latter system, a
new umbrella sampling technique was developed to obtain
an approximate free energy profile of the transition [85,86].

2.4.7 Other MD techniques

Conformational transitions may be simulated by preparing
the system in an unstable state and allowing it to relax dur-
ing an unbiased MD simulation. This unstable state may be
obtained by adding/removing the bound effector molecule,
as done in a study of the pH-induced lid opening of β-lac-
toglobulin [87]. Simulation at elevated temperatures, while
restraining the part of the protein not involved in the transi-
tion, may also provide insights into the motion [88,89]. Since
this method effectively boosts the entropic contribution to the
free energy of the transition, transitions may be obtained that
are not feasible at biologically relevant temperatures. In the
conformational flooding method, the potential is augmented
by a Gaussian term that drives the trajectory out of the mini-
mum energy wells [90]. The flooding potential is only active
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on the atoms involved in the lowest principal modes, and
no directional bias is introduced by the Gaussian potential.
The method has been applied to carbonmonoxy myoglobin,
giving insights into the motion important for ligand escape
pathways [91]. A similar idea is pursued in accelerated MD
[92,93] and the metadynamics method [94,95]. In acceler-
ated MD, a boost energy is added to the potential when the
potential energy is below a certain threshold, facilitating the
escape from the energy minima. The method also allows for
the calculation of low-dimensional free energy profiles of
the transition [92,93]. The metadynamics technique [94,95]
uses an extended Lagrangian that couples the atomic sys-
tem to a set of collective coordinates (e.g., dihedral angles)
that describe the conformational change.A harmonic restraint
keeps the collective coordinates close to the atomic coordi-
nates; a history-dependent biasing potential is introduced to
discourage the sampling of previously explored regions of
phase space. This biasing potential consists of Gaussian terms
that are dropped at small time intervals at the current coor-
dinates of the trajectory. Upon convergence, the free energy
surface is obtained from the sum of the Gaussian terms.

3 Applications

3.1 The GroEL chaperone

The GroEL chaperone helps proteins fold in the crowded
environment of the cell [96]. GroEL is a large protein shaped
like a double ring with dyad symmetry (Fig. 1a–f) [97,98].
Each ring is composed of seven identical subunits, which en-
close a central cavity. Each subunit consists of three domains.
The interactions between the two rings arise from the equato-
rial domains, which contain an ATP binding site. The smaller
intermediate domains connect the equatorial and the apical
domains. The apical domains form the entrance of the rings
and are important for substrate binding [99]. Experiments
have shown that the two seven-membered rings have large
conformational changes, which alternate in the GroEL func-
tional cycle. Motion within a ring is cooperative, while that
between the rings is anti-cooperative [18]. The non-native
protein substrate is first bound to one of the rings (the cis
ring) in the closed (or t) state [100–102]. Binding of ATP
to the equatorial domains of the cis ring triggers the expan-
sion of the cis cavity through motion of the apical domains
(the partly open or r′ state) [47,103–106]. The co-chaperone
GroES then binds to close the top of the cis cavity while
inducing an additional displacement of the apical domains
that further enlarges the cavity (open or r′′ state) [98,103–
105]. This leads to the release of the substrate protein into
the cavity. Hydrolysis of ATP and binding of unfolded pro-
tein and ATP to the other (trans) ring subsequently lead to
the release of GroES, ADP and the substrate protein from the
cis cavity [101,102]. It is believed that in many cases, several
binding–release cycles are required to yield fully folded and
functional protein. Each cycle takes about 15 s and consumes
seven ATP molecules [107].

Although GroEL has an essential role in the folding of
many proteins, it is still unclear what the chaperone system
does. One hypothesis is that the major function of GroEL
is to prevent aggregation by providing a shielded environ-
ment for folding. It has also been proposed that misfolded
conformations of the protein substrate are partly unfolded by
GroEL [96]. The unfolding could originate from the prefer-
ential binding of the unfolded state to GroEL. Alternatively,
the mechanical force generated by the interactions between
the protein substrate and GroEL during the opening motion
in the t to r′ transition could “pull” the protein into a more
unfolded state [13,96,108].

Computer simulations of the GroEL chaperone have pro-
vided important insights into the pathway of its conforma-
tional transition [106,48], the origin of the cooperativity
within the rings and of anti-cooperativity between the rings
[106,48], and the function of the conformational change [14].

3.2 Transition pathway

The GroEL transition is initiated by ATP binding to the cis
ring [110]. Normal mode analysis and targeted dynamics sim-
ulations [48,106] showed that binding of ATP results in a
downward twisting motion of the intermediate domain that
is the trigger for the major conformational changes. The cal-
culations showed that the intermediate domain displacement
closes the ATP binding pocket, releases the apical domain to
permit its upward motion and pushes downward on the equa-
torial domain [48,106]. These findings were confirmed by
EM experiments a few years later [47]. The simulations also
demonstrated that the r′ state is reached by a small upward
motion and, looking down from the top of the cis ring, a small
clockwise rotation of the apical domains. This is accompa-
nied by a counter-clockwise twist of the equatorial domains
of the cis ring. The r′ to r′′ transition consists mainly of a fur-
ther clockwise rotation and upward tilt of the apical domains.
The motion was shown to be highly cooperative within the
cis ring, due to steric and electrostatic effects [48]. The steric
effects are due to van der Waals repulsions, which can be
avoided only by a concerted motion of the seven subunits in
the cis ring. The electrostatic effects involve an intra-ring,
intersubunit salt bridge between Glu386 and Arg197, which
is broken by the intermediate domain motion, in accord with
EM data (Fig. 1c, d) [47]. Anti-cooperativity between the
rings is primarily due to steric effects. The twisting of the
equatorial domains upon ATP binding would result in severe
van der Waals clashes if binding occurred in both rings [48].
Overall, the observed allosteric pathway is the result of cou-
pled tertiary structure changes, rather than quaternary struc-
tural effects [106].

3.3 Mechanical unfolding

To investigate whether active unfolding can occur as part of
the GroEL cycle, the opening transition of the cis ring was
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simulated in the presence of denatured rhodanese as the sub-
strate [14]. The study concentrated on the transition from the
closed to r′ state, before the protein was released into the
cis cavity, since this is the most likely phase for an unfold-
ing interaction to occur in the GroEL cycle. Each step in the
opening motion of the apical domains was induced by TMD
and followed by a 10 times longer relaxation phase in which
the protein substrate was allowed to respond to the change in
the interactions. Only the apical domains of the GroEL cis
ring were included in the calculations, and an implicit solvent
model was employed [111]. In total, seven simulations were
performed; in addition, one simulation was repeated using
a 10 times longer relaxation phase. The simulations showed
that during the transition, interactions between the apical do-
mains of GroEL and the bound rhodanese substrate exert a
force on rhodanese that lead to partial unfolding (Fig. 1g, h).
Two factors were found to be important in the generation of
the stretching force. The first was the presence of strong con-
tacts between GroEL and the bound protein that continued
to exist for a considerable portion of the transition. The sec-
ond factor was the interaction of the protein substrate with
multiple apical domains; it was the relative motion of several
apical domains that pulled apart the rhodanese substrate.

The H and I helices of the apical domains were shown
to play the primary role in accordance with the suggestions
based on mutation studies [99] and peptide-bound X-ray
structures [98,112,113]. During the first part of the transition
the stretching force was mostly generated by the residues in
the center of the H and I helices. The binding of rhodanese to
these residues closely resembled the binding of GroES [98]
and peptides [112,113] to the apical domains in the avail-
able crystal structures. Analysis of the interaction energy and
the buried binding surface revealed the importance of hydro-
phobic contacts. During the second part of the transition,
hydrogen bonding became more important for the unfolding
force, in agreement with suggestions based on the compari-
son of the cavity lining in the closed and open states [98]. In
some of the simulations, the unfolding diminished or stopped
when contacts with non-neighboring subunits were broken
and contacts with only two or three neighboring subunits
were present. To unfold the rhodanese substrate, it had to be
“attached” to one part of GroEL and pulled by another part.
This was done most effectively by spatially separated (non-
neighboring) subunits. When rhodanese interacted with only
two or three neighboring subunits, it was merely displaced
by the forces involved and did not unfold. The importance of
multidomain contacts for substrate binding is in agreement
with a study of the binding of rhodanese to mutated GroEL
molecules [114].

The biological role of the active unfolding may be the
resetting of the starting conformation for spontanous fold-
ing. Stretching of the protein could eliminate structure ele-
ments that are trapped in a particularly misfolded conforma-
tion. The removal of intraprotein contacts and the increase
of solvent-accessible surface area could facilitate the spon-
taneous refolding process after release into the cavity or in
solution.

4 Conclusion and outlook

Atomistic simulations can greatly enhance our understand-
ing of conformational transitions. As illustrated by the cal-
culations on the GroEL chaperone, simulations can provide
detailed insights into the transition pathways, the interactions
involved and the biological function of the transition. Limi-
tations in the time scale accessible to simulation techniques
can be overcome by the application of biases that drive the
trajectory from one conformation to the other. In addition,
the transition may be sped up by the use of implicit solvent
models.

Now that the usefulness and feasibility of MD simula-
tions for the study of conformational changes is established,
research needs to be done to enhance the accuracy of the cal-
culations, expand the capabilities of the methods and extend
the application of the methods to more systems. New meth-
ods should first be tested on small systems for which the free
energy surface is known, to establish the quality of the calcu-
lated pathways (e.g., see Ref. [70]). To assess the accuracy of
the methods for larger systems, it is crucial that comparisons
are made with the existing experimental data. If possible,
the structure of intermediates along the pathway should be
verified with experimental data (e.g., from EM), as well as
the distances between certain residues (e.g., from FRET or
NMR data). Key interactions should be checked with the data
available from mutation experiments. If available, the experi-
mental data could even be used as restraints in the simulation
(e.g., analogous to what was done in Refs. [115,116]).

To extend the usefulness of the methods, attention should
be shifted from a qualitative description towards a quantita-
tive analysis of the pathways. In particular, emphasis should
be given to the calculation of accurate free energy profiles
along the pathways (e.g., with methods like Ref. [117]).
These profiles would unambiguously identify all interme-
diates and bottlenecks in the transition; a subsequent free
energy component analysis [118] along the path could, in
principle, quantify the interactions involved. Given that most
conformational changes involve a limited number of mov-
ing residues [35], there is hope that the calculation of accu-
rate free energy profiles is actually feasible with present-day
computers.

Given the large number of proteins for which conforma-
tional changes are important, many interesting applications
remain to be performed. Simulations may help understand
each individual system and aid in the grouping of systems
into broader classes of proteins with similar conformational
behavior. This may ultimately help to answer deeper ques-
tions concerning how conformational changes evolved as the
prime means for biomolecular communication.
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